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Abstract: The effective organization of distributed information environment requires 

actual information about system workload, type of informational flows and specific 

features of the distributed processes and resources. The program monitoring is a suitable 

method for obtaining experimental measures for analysis system parameters of 

distributed information servicing. The paper systematizes the types and special features 

of TCP/IP traffic and proposes a methodological scheme for organization and planning of 

program monitoring. 
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1. INTRODUCTION 

The support and management of the 

resources in a network environment needs 

actual information about system workload, 

type of the flows and processes efficiency [1, 

2, 3]. The process of defining these 

characteristics is an important phase for each 

research project in information technologies 

area. The used methods and tools for 

investigation and evaluation of performance 

indexes (of the system resources, of the 

information processes, etc,) should be based 

on the means of emulation or simulation or 

on the base of the measurement in a 

distributed medium [4, 5, 6], including 

TCP/IP based network [7, 8, 9]. The choice 

of concrete approach for investigation is 

determined by the specific of the research 

problem [10, 11, 12]. 

NetBIOS is the network interface 

developed by IBM for Windows based 

applications. This interface is known as 

NetBT (NetBIOS-over-TCP/IP) and realizes 

processes for network traffic supporting. The 

paper systematizes the different types of 

TCP/IP traffic and their special features. 

Some methodological problems concerning 

program monitoring organization and 

experiments planning are presented. 

2. CLASSIFICATION AND 

SPECIAL FEATURES OF TCP/IP 

NETWORK TRAFFIC 

The network traffic is very varied and it 

has stochastic nature. The traffic types form 

two different categories – functional 
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(transaction) traffic and background traffic. A 

classification of different traffic types that 

forms the full network traffic is proposed 

below. Their special features concerning the 

problems of monitoring, registration and 

analysis are generalized. 

• ARP traffic – usually this traffic is 

background type and has relatively small size 

for a separately station, but it increases 

geometrically with the number increasing of 

the stations (mainly the number of servers 

machines). This traffic is not a problem for 

slow network connections. 

• ICMP traffic – the level of this traffic 

is relatively low at a normal work of the 

information infrastructure. It connects with 

auxiliary activities as a prophylactic and 

network diagnostic. It can be investigated at 

fixed cases only. 

• DHCP traffic – it gives a possibility 

for automatic configuration of TCP/IP based 

clients and its usage causes background 

traffic in the network. The volume of this 

traffic increases linear on the base of the 

number increasing of connected stations and 

its analysing is very rare. 

• DNS traffic – this traffic is not typical 

of Windows NT based network 

environments. It is possible mainly for access 

to Intranet or Internet sites. In this reason the 

DNS traffic should be a factor at the loading 

of slow DNS connections. 

• WINS traffic – this traffic or 

NetBIOS Name Service (NBNS) in general is 

very important for Windows NT based 

environments, because Windows NT depends 

strongly on the NetBIOS.It is connected to 

the names exchange and its volume is 

relatively small, but it depends on the number 

of NetBIOS services in each station. It is 

possible to influence on slow WAN 

connections and it must to be investigated 

and analysed. 

• Computer Browse traffic – the 

corresponding service gives a possibility to 

organize a list of the active stations in the 

network and it is a broadcasting service. The 

service ideology includes a machine named 

Master Browser putting in each broadcasting 

segment. These machines support a main list 

of all machines in your segment. Each 

machine with a Server service will announce 

periodically for your presence in the network 

and this will make traffic of background  

type. 

• File sessions traffic – this is basic 

functional traffic for Windows based 

networks. The file sessions in Windows 

environments are realized using the SMB 

(Server Message Block) protocol based on 

the NetBIOS interface. The SMB session 

establishing is preceded of establishing a 

NetBIOS session and establishing a TCP 

session (at the TCP/IP version of 

transportation).The SMB traffic is very large 

for Windows based networks and it may be 

dangerous for slow connections – this fact 

requires its precise analysis.  

• Traffic by the Directory Replicator 

service – in general this is file traffic and it is 

connected to communication between export 

server and import stations. If the replicated 

directory has a big size this traffic should be 

very dangerous for local network and it must 

be precisely investigated and analysed. 

• Traffic form directory services – it is 

built mainly of file session traffic (SMB 

traffic). It is dangerous for slow network 

connections and it is necessary to search a 

compromise at contact to the sites without 

BDC. 

• Traffic from Internet/Intranet 

browsing – this traffic is typically functional 

because of the specific of HTTP protocol and 

it is generated at the user access to Web site. 

The size of this traffic depends on the 

number of the objects included in Web page 

and the user work. 

• E-mail traffic – this traffic (by SMTP 

and POP3 protocols) is functional type and 

its size depends on the messages size 

between users. This traffic could load 

seriously the long connections and needs 

attentive analysis. 

• Microsoft NetMeeting traffic – this 

traffic is generated at audio/video 

connections and common utilization of 

applications. The application generates both 

functional and background traffic. The 

functional traffic should be large at the high 
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quality audio/video connections and this 

enforce its analysis. 

• ICQ Group Ware traffic – ICQ is an 

application for common work optimized for 

slow Internet connections. It generates 

relatively low traffic size of both functional 

and background types. The functional traffic 

is mainly small. The background traffic is 

defined of periodically client access to the 

ICQ server. 

• Traffic of printing – the access to the 

network printers generates traffic between the 

printer server and work station in the network 

segment. Usually is used a queue for requests 

into the print server, but this strategy 

increases the traffic because of duplication of 

print requests. The printing process 

analogically of file sessions should generate 

big background traffic. 

3. BASIC PROBLEMS OF THE 

PROGRAM MONITORING 

The program monitoring of network 

traffic is a suitable means for investigation 

and analysis its characteristics. The main 

problems of monitoring organization and 

planning that could be decided are listed 

below. 

• The network traffic volume into the 

work-loaded segments should be sizable. In 

different Ethernet segments (10 Mbps, 100 

Mbps, Gigabit Ethernet) the network traffic 

volume could reach to the maximum value. 

The memory selection for traffic storage 

buffer is very difficult problem because this 

buffer for network frames must be organized 

into the memory. If the buffer is on the hard 

disk the time for frame processing will be 

very large and some frames will be missed 

out. 

• Another problem of the network 

traffic program monitoring is the choice of 

point for measurement. The network 

analysers can work effectively if the network 

interface is switched on in the regime of all 

frames catching. This requirement brings to 

the full network traffic catching, but into the 

local segment (between two routers). The 

segment forming by a bridge using causes 

another problem for monitoring because the 

bridge isolates the traffic from the not 

concerned ports. 

• Next problem of the program 

monitoring is the choice of suitable traffic 

types for measurement. In some of the cases 

is necessary to monitor concrete network 

protocols and services, in other cases – to 

monitor the full network traffic between two 

or more network machines. It is very 

important to decide correctly this problem 

that is connected to the problems of traffic 

filtering during the catching in the network. 

• Choice of method for carry out of the 

monitoring – some different methods for 

traffic monitoring exist and each of them has 

a specific level of usability and special 

features for concrete application. The main 

methods are listed below: 

a) Method for segment work-load 

monitoring. – relatively simple method 

connected to measurement of physical 

segment work-load of the network. A 

concentrator or special unit should be used. 

This method is not suitable for monitoring of 

relation work of two or more segments and 

for traffic evaluation  

b) Method for monitoring of service 

and objects –  more of the network operating 

systems has tools for elementary evaluation 

of the traffic, for example Server Manager 

(Windows NT), Computer Management 

(Windows 2000), Monitor (Novell Netware), 

Show Users (Cisco IOS). Unfortunately these 

tools are oriented to the concrete server and 

concrete services of the operating system, but 

not to the network work. They do not permit 

highest granularity (for example a sequence 

of file operations) and an analysis on the 

network or transport level of the OSI model. 

c) Monitoring of full network traffic – 

this is a means for quality-quantity evaluation 

of network traffic generated for each service 

and each network protocol. It could be used 

for a local network or WAN environment. 

The results from the monitoring permit to 

characterise the frequency and volume of the 

traffic, relatively and absolute work-load 

generated by monitored services and 

protocols in the network. All frames are 

accessible in the end of each monitoring 
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phase that permits to trace the traffic. A 

defect of this method is the forming of frame 

buffer in the time. Different program tools 

called protocol analysers are used for 

monitoring of full traffic. 

d) Monitoring with statistically 

processed results – it permits to monitor the 

full network traffic, but the obtained results 

are statistical, for example as traffic types, 

assessments for the communicated machines 

without details of the real frames, etc. This 

method is very suitable for a long time 

monitoring. Usually the statistical results are 

accessible not only in the end but during the 

different phases of the experiments.  

• The utilization of tools for 

visualization of the monitoring results is very 

important problem at the traffic analysis. In 

more of the cases the tools for packets 

catching and analysis don’t offer possibilities 

for results exporting to a popular format for 

digital presentation and visualization. 

• Utilization of the monitoring results 

for traffic optimization – the network traffic 

optimization is a consequence of the 

registration process and analysis. It is 

connected to the reconfiguration of the 

different network infrastructures defined by 

OSI model. The main goals of the 

optimization could be as follows: 

a) to decrease the size of the network 

traffic (work-load decreasing) by elimination 

of redundant traffic; 

b) to decrease the time of answer in 

network medium that is connected with 

defining the minimal route in a complex 

topology. This goal is applicable usually for 

applications with critical time requirements, 

for example, applications based on the 

technology Voice-Over-IP (\/оIР); 

c) to increase the traffic capacity of the 

network environment – this optimization 

could be made for network applications with 

high needs of resources. 

Two basic approaches for network 

traffic monitoring should be defined: 

1. Monitoring of the details for each 

or more part of frames passed through the 

network medium – this approach permits 

inspection of each passed frame or filtering 

using special criteria. This method is very 

suitable for decision of different network 

problems 

2. Monitoring of statistical 

processed results for the network segments 

workload and investigation of the distribution 

of the network protocols and services under 

segments. The method is suitable for 

optimization based on long time monitoring 

of the network segment parameters. 

The monitoring of network traffic 

should be made using different system or 

application tools for measurement, 

registration and analysis. Some of them are 

listed below: 

• Webserver Stress Tool – HTTP 

client-server application for testing designed 

for precise results in the server. It gives 

information for reasons for performance 

decreasing. The server performance should 

be tested at a normal and high workload. The 

program simulates independent users 

accessed to the set of sites. Each user is 

simulated by a thread with own session 

information and it generates URLs 

independently from other users (fig. 1). 

Webserver Stress Tool for Windows can test 

different type servers (static pages, 

JSPs/ASPs, CGIs) and gives the results about 

performance, loading and carry out “stress” 

tests (fig. 2). 

 

 

 

 

 

 

 

 

 

 

  

Figure 1. Defining of the URLs count and 

names 
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Figure 2. Statistic for requests and 

transferred data obtained by “stress” test 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Iris – this is a software product 

for management of network traffic. It has 

graphical user interface for observation of 

input and output network traffic and permits 

to investigate each session and its owner by 

measured data. Iris permits to trace the 

sequence of packets in a session. The formed 

HTTP session is decoded and the web page is  

 

visualised as a result. By this way Iris 

shows not only the packet that defines the 

session, but the content of data sent in this 

session (fig. 3a). It is possible to observe the 

input and output connections for concrete 

machine that should be realized by filtering 

(fig. 3b). The filters should be made based on 

HW level, protocol level, keywords, MAC 

addresses, IP addresses, port of the sender or 

of the receiver, size of the package, etc. The 

program gives different statistical estimations 

 

 
Figure 3. A session defining and filters using 

  

Figure 4. Network statistic 
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about protocols parameters, size distribution, 

bandwidth, etc. (fig. 4) 

 

 
 

 

Figure 5. Main form of the Distinct Network 

Monitor 

 

• Distinct Network Monitor – this 

is a program for packets catching and 

analysis of the network protocols. It presents 

the complex relationships of the protocols by 

natural language and defines correct by the 

errors (fig. 5). It registers the measured data 

and analyses the modules and after that 

shows an actual picture for reality in the 

investigated network segment. A module for 

statistics is integrated into this program. 

 

• Microsoft Performance Monitor 

– this is a standard instrument of the 

Windows NT system that permits 

observation of the parameters of different 

internal for Windows NT and external 

objects. 

• Microsoft Network Monitor – this 

monitor is a typical network analyser. The 

basic version is included in the operating 

system Windows NT as a component for 

observation and analysis. The full version is a 

component of the Microsoft Systems 

Management Server. The difference between 

two versions is in the functionality. This 

monitor is a program showed the content of 

the catch packages. It uses the driver 

Network Monitor Agent (standard system 

component) for realization of its functions. 

• LANAlyzer – this program is 

power instrument of Novell and should be 

used for long time observation of the network 

traffic.  

4. CONCLUSION 

The investigation of the processes in a 

distributed environment is very important for 

making an optimization of topology, 

relationships and all network structures for 

session management. In this reason the 

analysis of network traffic permits to obtain 

actual assessments for stochastic parameters 

of the communication between users and 

servers in a network medium. There are two 

basic methods for realisation of the 

investigation – modelling and monitoring.  

The modelling should be used at the 

network infrastructure organization and 

defining an optimal topology for 

communications. There are different program 

tools for designing suitable models for 

description of network objects and processes. 

The realization of different experiments 

based on these models will permit to evaluate 

alternative structures or topologies, condition 

for the communications organization, level of 

workload, etc. 

The monitoring is very suitable means 

for direct measurement of characteristics of 

the active computer processes and evaluation 

of work parameters of the computer 

components. In the case of network traffic 

analysis this method is more appropriate 

because it allows to obtain real measures for 

investigated stochastic parameters as traffic 

size, packets distribution, bandwidth, 

requests servicing, access time, etc. The 

measured values should be used for an 

evaluation of the information servicing 

parameters and to define the limitations of 

the network infrastructure on the information 

processes and access to de distributed 

resources. The contemporary program 

monitoring tools are very functional and give 

rich statistical assessments for precise 

analysis and evaluation. 
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